
Sarcasm & I t s  Symptoms

University at Buffalo
The State University of New York

Dianna Radpour 
Vinay Ashokkumar



A im :  Sa rcasm de tec t i on  us ing  deep  l ea rn ing

o a method of c l a ss i f y i ng sa rcas t i c t ex t on a pure l y
non-con tex tua l bas i s , i . e . i n f e rences and th rough
on l y impromptu p resence o f the tex t and fea tu res





Relevant Quer ies

• Are users more likely to be more or less 
sarcastic during the holiday season?

• Does higher usage of exclamation points 
indicate a sarcastic review?

• Do businesses with lower ratings tend to have 
more sarcastic reviews?
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Identification, i.e. sarcasm detection, is 
one of the most challenging aspects of 

sentiment analysis. 
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a high-level view of the 
Bayesian Network we used
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Parameters of the Model

Feature Types

Keyword(s) “wow”“OMG”“damn” 

Punctuation “!” “()” “…” ““””

Referentiality “I”“me”“myself”“we” “us”

Season “winter”“fall”“summer”“spring”

Superlatives “worst”“best”“word ending in -est”



o harness the presence of contextual incongruity in 
user reviews

Method

i.e. sentiment juxtaposition (5-star in rating 
with a negative sentiment, & vice versa)

inconsistency in sentiment will be 
indicative of some level of ironic text



preprocessing step is initialized with creating a 
dictionary that reads through each of the (~4mil) 
reviews and calculates the # of times for each 
instance of a categorized feature appearing in that 
review text

Data



An example from a 4 star review





A simple network

15 input nodes, 
(based on # of 

variables used for 
classification), & 

two hidden layers 

of 15 hidden 
nodes each

Train 
network with 

dataset of 
purely 

sarcastic text

2 output 
nodes, i.e. two 

classification 
labels: non-

sarcastic, or 

sarcastic



1-star and 3-star rated 
reviews demonstrated a high 
level of accuracy, 95% and 

96% respectively



Notes on network parameters

Activation 
functions used 

between pairs of 
levels (Relu for 

the path from the 
1st to the 2nd

hidden layer)

built-in optimizer 
(Adam)used to 

calculate the cross 
entropy between 

the predicted & true 
label



Why do we want to know if users are being sarcastic? 

• less genuinely indicative of customer attitude

• would definitely get some more valuable feedback on the 
company at large

• will help to improve the customer experience at large.

applications of deep learning algorithms





Future Direct ions

• use more manpower to rate the sarcastic nature of 
the reviews (rather than just us 2)

• Implementation of different machine learning models 
e.g. Restricted Boltzmann Machines and Hidden 

Markov Models to generate a time series model for 
for feature analysis of sarcasm in real time



Questions?

diannara@buffalo.edu

Thanks!


